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The Competition on Spatial Statistics for Large Datasets ran in late 2020 and early
2021 and attracted several researchers in spatial statistics, including some in our group
at the University of Wollongong, Australia. In this discussion paper, we first summarize
our submission to the competition. We then discuss some aspects of the competition and
give suggestions for future competitions with regard to the datasets and the assessment
methods used.

1. INTRODUCTION

We thank Huang et al. (2021) for organizing the Competition on Spatial Statistics for
Large Datasets and the editor for the invitation to discuss the paper.

‘Big-data’ spatial statistics is a key research focus for many spatial statisticians and data
scientists in this age of big data and data-driven decisions. The initiative by Huang et al.
(2021) is a reflection of the worldwide activity in this research arena, and the number of
groups participating in the competition is testament to the importance of this field of research.
The competition itself aims to compare different methods for estimation and prediction with
large datasets. The authors use the ExaGeoStat software to simulate several benchmark
datasets and to also estimate and predict using these datasets.

Our discussion paper is divided into two main sections. In Sect. 2, we briefly detail our
submission to the competition, while in Sect. 3, we discuss some aspects of the competition:
the datasets, the ExaGeoStat software, and the methods used to assess the submissions.

2. OUR SUBMISSION TO THE COMPETITION

The competition had four sub-competitions. Each sub-competition itself consisted of
a number of datasets, which we refer to as sub-competition datasets. Sub-competition 1a
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focused on parameter estimation, while sub-competitions 1b, 2a and 2b focused on spatial
prediction with large spatial datasets. In each sub-competition, we experimented with sev-
eral methods via their implementations in R (R Core Team 2020). These methods included
local kriging usinggstat (Pebesma 2004), multi-resolution kriging usingLatticeKrig
(Nychka et al. 2015), nearest-neighbor Gaussian processes (NNGP) using spNNGP (Fin-
ley et al. 2019), block composite likelihood (BCL; Eidsvik et al. 2014), multi-resolution
approximations (MRAs; Huang et al. 2019), and fixed rank kriging using FRK (Zammit-
Mangion and Cressie 2021). This pool of methods contains a range of approaches for spatial
prediction with massive datasets, including low-rank approximations, a composite likeli-
hood approach, and methods that use a small subset of data for each prediction. An internal
competition was held to decide which method to use for estimation or prediction in our
submission.

In our internal competition, 80%of the data in each sub-competition datasetwere selected
at random and designated as training data. The remaining 20% were then used as test data.
For each of the sub-competition datasets, the prediction method that incurred the smallest
root-mean square error (RMSE) between the out-of-sample predictions at the test locations
and the test data was selected for our final submission. The parameter estimates submitted
for sub-competition 1a were those associated with the prediction method based on the
Matérn covariance model that achieved the lowest RMSE in sub-competition 1b. Note
that although our internal competition only used 80% of the data within each dataset, our
submitted predictions were based on the complete datasets. The majority of our submission
was ultimately comprised of predictions using local kriging, with predictions using BCL,
NNGP, MRA, and LatticeKrig for a few cases in sub-competitions 1a and 1b. Interestingly,
we did use Tukey g-and-h transformations (Xu and Genton 2017) for dealing with non-
Gaussian data in sub-competitions 2a and 2b; however, local kriging with no transformation
achieved the best predictions of the test data in our internal competition.

Our local kriging method performed well in sub-competitions 2a and 2b (with RMSEs
around 3% worse than the top-ranked team). Therefore, we give a brief overview of our
setup: We used ordinary kriging (Cressie 1993, pp. 119–123) with a Matérn semivariogram
model, which was fitted via weighted least squares to an empirical semivariogram with 50
bins and a maximum separation distance of

√
2/2. In sub-competition 2a, all training data

within a
√
2/20 radius of a prediction location were used to predict at that location. In

sub-competition 2b, the nearest 1,000 data points were used.

3. DISCUSSION

In this section, we discuss a few key aspects of the competition and give suggestions that
may be useful for future initiatives of a similar nature.

3.1. DATASETS

A primary contribution of this work is the availability of the competition datasets, which
can be used to benchmark the performance of new approximation methods for large spatial
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datasets. Thanks to Huang et al. (2021) we now have 20 datasets accompanied by the lowest
RMSEs achieved by researchers worldwide when predicting hold-out data using a variety
of methods and approaches. Further, two of these datasets are non-Gaussian (generated via
the Tukey g-and-h transformation).

Yet, 20 datasets that exhibit several similar properties are a long way from what is
needed to genuinely quantify a method, or a group’s, ability, to predict at unobserved spatial
locations in a general setting. If one wishes to generalize results from a competition to the
real world, the benchmark datasets should present a variety of issues that arise in practice.
A few realistic datasets have been proposed for competitions. (e.g., Wikle et al. 2017;
Heaton et al. 2019), but there remains a need for a widely accepted database of large spatial
benchmark datasets that are realistic and also well-documented. Perhaps the most important
consideration missing in this competition is that of non-stationarity, which is ubiquitous and
challenging in practice. Another missing consideration is the experimental design: data that
are regularly spaced and data that are clustered, so that there are large gaps of missing data,
should also be considered. Finally, data that are multivariate and spatiotemporal could also
be easily considered in a competition where out-of-sample prediction determines the main
performance criteria.

3.2. THE ExaGeoStat SOFTWARE

The paper of Huang et al. (2021) hinges on using theExaGeoStat software (Abdulah et al.
2018) to generate the datasets used in the competition and to do inference and prediction in
competitions 1a and 1b. ExaGeoStat acts as a ‘gold standard’ and is used to benchmark the
results of the participants.

The ExaGeoStat software has many attractive features that could revolutionize spatial
and spatiotemporal statistics in practice as we know it. It was pivotal in this competition,
as it allowed us to assess our approximation methods to spatial prediction against exact
methods for very large spatial datasets in a variety of settings. There are, however, a few
barriers to entry for the spatial statistician. First, this software is of greatest value when
high-performance computing (HPC) facilities are available to the user. Second, compiling
and installing ExaGeoStat in a distributed-processing environment requires considerable
HPC expertise. Demonstrations showcasing implementation with, for example, Docker, or
a cloud platform, would be very helpful for non-specialist users to begin to experiment with
the software.

3.3. ASSESSMENT

The ranking of the submissions in sub-competitions 1b, 2a, and 2b was based on the
RMSE. However, this assessment metric only considers point predictions and does not
account for the uncertainties associated with those predictions. From our experience, pre-
dictions using non-Gaussian or non-stationary models often do not yield point predictions
that are materially different from predictions using a standard Gaussian model in terms of
RMSE, especially when there are no big (spatial) gaps in the data and when the signal-
to-noise ratio is high. For example, in our internal competition for sub-competitions 2a
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and 2b, we found that the use of a non-Gaussian model with the Tukey g-and-h transfor-
mations did not result in better predictive performance in terms of RMSE, while Fuglstad
et al. (2015) showed that the use of a non-stationary model might not lead to better point
predictions, even when the data are indeed from a non-stationary process. This is unlikely
to be the case, however, when assessing the predictive distribution in its entirety: here,
considerations of non-stationarity and non-Gaussianity can lead to substantial differences,
(e.g., Zammit-Mangion et al. 2021). Ideally, when comparing the predictive performance
of different models in a statistical setting, one uses scoring rules that take into account the
predictive distribution and not just the prediction. One such scoring rule is the continuous
ranked probability score (CRPS; Gneiting and Raftery 2007).

The quality of parameter estimation in sub-competition 1a was assessed using two met-
rics: the mean loss of efficiency (MLOE) and the mean misspecification of mean square
error (MMOM). Both of these metrics do not account for uncertainties in the estimates.
However, we also acknowledge that uncertainty in these parameters is often of less direct
interest than uncertainty on the process of interest.

Computing time is possibly one of the most important aspects when dealing with large
spatial datasets, yet the time required to do prediction or estimation was not assessed in the
competition. This is likely due to the fact that different groups all have different computing
hardware and environments, making comparison difficult, if not impossible. Heaton et al.
(2019) got around this issue by re-running all the code on the same HPC, while a system
showcasing an R Software back-end for a competition of this nature is shown in https://
hpc.niasra.uow.edu.au/ctf/. Providing a common testbed for computing is also important for
equity reasons, as many practitioners may not have access to high-end computing resources.
A lack of resources may preclude participants from adopting certain algorithms or methods
in their submission to a competition.
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